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Our primary objective is to quantify the uncertainty in the solution space associated with mixing and stir-
ring in ocean general circulation models (OGCMs) due to common modeling choices, namely the spatial
resolution, tracer advection schemes, Reynolds number and turbulence closures. In many cases the
assessment of errors is limited by the observational data set, therefore, large eddy simulations from a
spectral element Boussinesq solver are taken as ground truth. First, the lock-exchange problem is used
to quantify the temporal evolution of mixing from shear-driven stratified overturns. It is found that mix-
ing in an OGCM is more sensitive to the choice of grid resolution than any other parameters tested here.
The results do not monotonically converge towards the ground truth as the resolution is refined. Second,
stirring of a passive tracer by submesoscale eddies generated by surface density fronts is considered. We
find that using a second-order turbulence closure leads to an accurate representation of the restratifica-
tion in the mixed layer.

� 2014 Elsevier Ltd. All rights reserved.
1. Introduction

Ocean general circulation models (OGCMs) are the primary
tools for predicting ocean currents and changes in the ocean’s
stratification. Many OGCMs integrate the hydrostatic primitive
equations (PE) set using a variety of horizontal and vertical coordi-
nates, mixing parameterizations and advection schemes (e.g.,
Griffies et al., 2000, 2004). OGCMs have experienced significant
development over the past two decades (Chassignet et al., 2006;
Capet et al., 2008; Martin et al., 2009; Fox-Kemper and
Menemenlis, 2008; Lemarié et al., 2012). These models can be con-
figured at the global and regional scale, or can have a nested struc-
ture to represent multi-scale interactions (Debreu et al., 2012).
Modern OGCMs contain realistic forcing, domain geometry, and
assimilate ocean data available from a wide range of instruments,
including (but not limited to) satellite altimeter, sea surface tem-
perature, current meters, drifters and other in situ data for temper-
ature and salinity.

The progress in OGCM development has been facilitated by the
operational needs of the Navy as well as those of the basic research
community (Shchepetkin and McWilliams, 1998; Hurlburt et al.,
2009). Ocean observing and assimilation techniques have matured
to a level where one can claim that the dynamics, phase and
strength of the ocean’s mesoscale features are adequately
represented in OGCMs. For instance, Thoppil et al. (2011) show
that the energetics of the mesoscale field observed by drifters
and satellite can be reproduced by both data-assimilative and
non-assimilative models using a horizontal resolution of 1/12�–1/
25�. Operational OGCMs can also exhibit a good predictive skill
for the turn over time scales of mesoscale eddies (Hurlburt et al.,
2008).

Nevertheless, OGCMs may encounter significant obstacles for
reproducing accurate results for scales smaller and faster than
the mesoscale (scales smaller than O(10) km and shorter than a
few days) due primarily to three reasons. First, data at such scales
may not be available from observing systems, or contain technical
challenges within the context of present assimilation methods. For
instance, sea-surface height data is usually converted to velocity
under the assumption of geostrophy, while submesoscale flows
are distinctly ageostrophic (Mahadevan and Tandon, 2006;
Thomas et al., 2008).

Second, OGCMs may not resolve submesoscale features fully
and must rely on subgrid-scale (SGS) parameterizations (Fox-
Kemper et al., 2008; Fox-Kemper and Ferrari, 2008). Recent numer-
ical studies showed that the SGS parameterization can have impor-
tant consequences in the temporal and spatial evolution of
submesoscale instabilities even when the grid spacing resolves
the submesoscale (Ramachandran et al., 2013). OGCMs were orig-
inally designed to model large scales processes (i.e., on the order of
the radius of deformation), where the flow is anisotropic with lat-
eral processes being far more energetic than vertical processes.
Therefore, these models sub-divide the SGS parameterizations for
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the transport of momentum and tracers to whether they occur in
the horizontal or vertical directions. In both cases, the unresolved
processes are represented through an eddy viscosity or diffusivity.
The vertical SGS models commonly used in OGCMs were originally
designed for situations where turbulent processes are not even
partially resolved and, therefore, the model resolution does not
appear explicitly. These models fall into two basic categories: alge-
braic models, like KPP (K-Profile Parameterization, Large et al.
(1994)) and second order turbulence closures (Large, 1998;
Canuto et al., 2001). While there have been criticisms of KPP for
needing tuning of dimensional parameters for different flows
(Chang et al., 2005), the KPP algorithm has appeal not only because
of its simplicity, but also because it has been shown to work rea-
sonably well in challenging flows involving fully 3D stratified mix-
ing affected by the details of bottom topography (Chang et al.,
2008) within the limitations of the observational data sets. Second
order turbulence closures have a long history of development
(Mellor and Yamada, 1982; Kantha and Clayson, 1994; Burchard
and Baumert, 1995; Burchard and Bolding, 2001; Canuto et al.,
2001; Baumert and Peters, 2004; Baumert et al., 2005; Warner
et al., 2005b; Umlauf and Burchard, 2005; Canuto et al., 2007),
and they have also been shown to work reasonably well in com-
plex problems involving shear-driven stratified mixing (e.g., the
correct representation of mixing between overflows and ambient
water masses; Ilicak et al., 2008). These models have a higher com-
putational cost than algebraic models, since they require integra-
tion of two additional prognostic equations (typically turbulent
kinetic energy and dissipation rate), as well as include significant
assumptions on the form of these equations (Wilcox, 1998). Both
classes of SGS models are aimed to estimate a diffusivity coeffi-
cient, parameterizing only the downward energy cascade pro-
cesses. Parameterizations that potentially address upward energy
cascade, or dispersion (as opposed to dissipation) potentially exist
(San et al., 2011; Berselli et al., 2011), but have not been exten-
sively investigated yet.

Third, even if the OGCMs contain the spatial resolution to
extend into the submesoscales and below, the PE start losing valid-
ity, being subject to the hydrostatic approximation (Kantha and
Clayson, 2000). The hydrostatic approximation affects both dissi-
pative and dispersive properties of fluid motion. Neither the over-
turning of density surfaces by Kelvin–Helmholtz (KH) instability,
which is one of the primary mechanisms responsible for mixing
in the ocean (McWilliams, 2008; Taylor and Ferrari, 2009), nor
the correct dispersion relation for non-linear internal waves can
be explicitly captured with hydrostatic models. Since the inclusion
of a non-hydrostatic pressure solver in OGCMs requires a substan-
tial change in these codes, recent efforts have focussed on the
development of suitable solvers (Scotti and Mitran, 2008) and
hybrid hydrostatic and non-hydrostatic models (Botelho et al.,
2009; Duan et al., 2010; Campin et al., 2010). As both of these ave-
nues will not only require significant code development, but also
will generate substantially larger model output for post-analysis,
there is still need for further investigations within the formalism
of the existing OGCMs.

To conclude, there is a need for carefully evaluating the accu-
racy of the OGCMs (and their SGS models) below the mesoscale
regime. The scales of interest include submesoscales, as well as
fully 3D stratified mixing.

The submesoscale phenomena were first recognized by
McWilliams (1985) and received considerable attention in recent
years, with the identification of mixed-layer instability
(Boccaletti et al., 2007; Fox-Kemper et al., 2008) and the impor-
tance of submesoscale motions in biogeochemical transport in
the ocean (Lévy et al., 2001; Klein and Lapeyre, 2009; Calil and
Richards, 2010). In addition, submesoscale motions are thought
to form the bridge between long-lived quasi-geostrophic motions
and rapidly-dissipating small scale turbulence (Müller et al.,
2005; McWilliams, 2008; Capet et al., 2008). Stratified mixing is
of interest in coastal phenomena (Warner et al., 2005a;
MacCready et al., 2009), as well as during deep water formation
(Legg et al., 2009). Therefore, it is critical that OGCMs represent
stratified mixing accurately, or alternatively, the errors associated
with their parametric representation are quantified.

Here, we present a direct comparison of results from two types
of problems that are challenging for OGCMs:

(1) So-called lock-exchange (LE) problem, which is a simple
computational setting to quantify the temporal evolution
of mixing in a stratified fluid. This problem is discussed in
some detail by Özgökmen et al. (2009a,b).

(2) Mixed-layer instability (MLI) for submesoscale motions. MLI
is very similar to the LE problem in terms of the computa-
tional setting, but differs dynamically due to the presence
of ambient rotation and a high-aspect domain ratio. MLI
was studied using LES by Özgökmen et al. (2011, 2012)
and Özgökmen and Fischer (2012). The metric of interest
here is the lateral stirring carried out by the submesoscale
MLI eddies. This is of relevance to the lateral dispersion of
pollutants and biogeochemical tracers in the ocean.

While computations for both problems are carried out in ideal-
ized settings, they have the advantage that LES (large eddy simula-
tion, Sagaut (2006)) solutions are feasible and serve as ground
truth. LES refers to numerical solutions of the non-hydrostatic
equations in which the large eddies, carrying most of the Reynolds
stresses, are resolved through computation, while the effect of the
smaller eddies on the flow is represented by SGS models that
depend explicitly on the resolution of the model. The goal of these
SGS models is to anticipate higher resolution results at any given
resolution (hence simulations performed using LES will converge
as resolution is increased). The LES approach lies in between the
extremes of direct numerical simulation (DNS), where all turbu-
lence is resolved, and Reynolds-averaged Navier–Stokes (RANS),
in which only the mean flow is computed while the entire effect
of turbulence is represented by SGS models (such as the second
order turbulence closures). Since LES greatly reduces the SGS
parameterization problem, many studies on ocean turbulence have
relied on this approach to establish a ground truth for particular
problems (Wang et al., 1998; Large, 1998; Chang et al., 2005; Xu
et al., 2006). In addition, recent studies (Fox-Kemper and
Menemenlis, 2008; Ramachandran et al., 2013) have shown that
LES techniques can replace the traditional RANS methods and are
a promising avenue for SGS parameterizations in high-resolution
ocean models.

The paper is organized as follows. Section 2 gives a brief intro-
duction on the numerical models used in this study. In Sections 3
and 4, models configuration, experimental description, metrics
employed and results are presented for the LE and the MLI prob-
lems, respectively. The principal findings are summarized in
Section 5.
2. The numerical models

2.1. LES model – Nek5000

Our reference model is Nek5000, which integrates the Bous-
sinesq equations (BE) based on the spectral element method, a
high order finite element method for partial differential equations
(Patera, 1984; Fischer, 1997). Nek5000 has been previously used
for oceanic applications relevant to mixing and stirring, such as
LES of LE problem (Özgökmen et al., 2007, 2009a,b) as well as
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LES of MLI (Özgökmen et al., 2011, 2012; Özgökmen and Fischer,
2012). High-order spectral element methods have significantly
better convergence characteristics than finite difference methods,
leading to negligible numerical dissipation and errors (Patera,
1984; Fischer et al., 1988; Boyd, 2001).

Nek5000 is configured to integrate the non-dimensionalized
Boussinesq equations:

Du
Dt ¼ Ro�1

H ẑ� u�rp� Fr�2 q0 ẑþ Re�1r2u�r � s;
r � u ¼ 0;
Dq0
Dt ¼ Pe�1r2q0;

DC
Dt ¼ Pe�1r2C;

8>>>><
>>>>:

ð1Þ

where the flow variables are the velocity vector u, pressure p, den-
sity perturbation q0 and passive tracer concentration C. The non-
dimensional parameters are the Reynolds number Re ¼ U0 H0=m,
the Froude number Fr ¼ U0=ðN H0Þ, the vertical Rossby number
RoH ¼ U0=ðf H0Þ ¼ aRo, where Ro ¼ U0=ðf LÞ is the Rossby number,
a ¼ L=H0 the ratio of horizontal and vertical domain sizes and the
Peclet number Pe ¼ U0 H0=j. The latter can also be written as
Pe ¼ RePr, where Pr ¼ m=j is the Prandtl number. U0 is the flow
speed scale, H0 the total fluid depth, m is the kinematic viscosity,
j is the molecular diffusivity, g is the gravitational acceleration,
q0 is the fluid density, N is the buoyancy frequency, f is the Coriolis
frequency and ẑ is the unit vector in the vertical direction.

In (1), D
Dt :¼ @

@t þ u � r is the material derivative and overbars
indicate resolved fields by constraining the spatial filtering to the
computational mesh. In all Nek5000 simulations presented here,
the subgrid scale tensor s ¼ uu� �u�u is computed using a dynamic
Smagorinsky model. No explicit subgrid models are used for the
density perturbation and tracer concentration fields, relying
instead on de-aliasing and high-order filtering operations. For
brevity here, the reader is referred to Özgökmen et al. (2009a,b)
for further details on the dynamic Smagorinsky model.

2.2. OGCM – ROMS

The Regional Ocean Modeling System (ROMS1) is a three-dimen-
sional, free-surface, hydrostatic, primitive equation ocean model for-
mulated in a terrain-following vertical coordinate (Song and
Haidvogel, 1994; Shchepetkin and McWilliams, 2005; Haidvogel
et al., 2008). We emphasize that this is a widely used community
model and, therefore, a fair choice to represent commonly used
OGCMs. The horizontal discretization is by an orthogonal curvilinear
Arakawa-C grid. In Cartesian coordinates, the horizontal momentum
equations solved by ROMS in this particular study are:

@u
@t
þ u � ru� fv ¼ � 1

q0

@/
@x
þ Fu þ KMHr2u

þ @

@z
KMV

@u
@z
þ m

@u
@z

� �
; ð2Þ

and

@v
@t
þ u � rv þ fu ¼ � 1

q0

@/
@y
þ Fv þ KMHr2v

þ @

@z
KMV

@v
@z
þ m

@v
@z

� �
; ð3Þ

while the vertical momentum equation is replaced by the hydro-
static approximation:

@/
@z
¼ �q0g

q0
: ð4Þ
1 http://www.myroms.org/.
The continuity and scalar transport equations follow

@u
@x
þ @v
@y
þ @w
@z
¼ 0; ð5Þ

and

@T
@t
þ u � rT ¼ FT þ KCHr2T þ @

@z
KCV

@T
@z
þ mh

@T
@z

� �
: ð6Þ

A linear equation of state is used to be consistent with (1)

q ¼ q0ð1� Tcoef ðT � T0ÞÞ: ð7Þ

In (2)–(7) Fu; Fv ; FC represent the forcing terms, / is the dynamic
pressure, m and mh are the background molecular viscosity and dif-
fusivity, respectively, q0 = 1025 kg m�3 is the background density,
Tcoef = 2.06 � 10�4 1=�C is the thermal expansion coefficient,
T0 = 5 �C is the background potential temperature, KMV and KCV

are vertical eddy viscosity and diffusivity, while KMH;KCH are hori-
zontal eddy viscosity and diffusivity, respectively.

For both idealized cases studied here, the horizontal momen-
tum is discretized with a third-order, upstream-biased advection
scheme with velocity dependent hyper-viscosity (Shchepetkin
and McWilliams, 1998). This scheme allows the generation of steep
gradients in the solution, enhancing the effective resolution of the
solution for a given grid size when the explicit viscosity is small.
The implicit numerical diffusion, which acts as implicit viscosity,
is such that the effective horizontal Reynolds number at that grid
resolution takes the largest value possible while still ensuring ade-
quate dissipation for stability. The latter is particularly useful in
reducing spurious mixing (Ilicak et al., 2012). For the vertical
momentum, a fourth-order centered differences scheme is used.
Horizontal mixing of momentum and tracers is computed using a
Laplacian formulation. Further details on the model configuration
for each idealized application are described next.
3. Lock exchange problem for stratified mixing

3.1. Model configurations and parameters

For this problem we ignore the rotational terms in Eqs. (1)–(3).
Since both models integrate a different set of equations of motion,
it is not a trivial matter to set them up in an identical fashion. We
focus on some of the issues that require care in setting up these
models. While Nek5000 configuration is based on the non-dimen-
sional numbers a; Fr; Pr and Re (defined in Section 2.1), ROMS is
configured in terms of dimensional variables. Another important
difference between these models within the context of the present
set of comparisons is that ROMS splits viscosity/diffusion in hori-
zontal and vertical, and these coefficients parameterize most of
the mixing, while in the LES model Nek5000 mixing is mostly rep-
resented by resolved turbulence and subgrid-scale parameteriza-
tions are of marginal influence.

For the LE, Nek5000 is configured exactly as described in
Özgökmen et al. (2009b), but here the model is run approximately
four times longer to include later stages when the collapse of tur-
bulence to internal waves become important. Although the mixing
rate is significantly reduced after this transition, turbulence is not
totally shut off and small amounts of mixing taking place over a
long period can also be important. We summarize the selection
of the non-dimensional parameters in (1) as:
a ¼ L=H0 ¼ 2;W=H0 ¼ 1 (where W is the horizontal width in the
domain), Fr ¼ 2�

1
2 and Pr ¼ 7. The only remaining physical param-

eter of the problem is Re and we conduct LES simulations at two
Reynolds numbers, namely Re ¼ 103 and Re ¼ 104. These LES sim-
ulations are used as our ground truth. The reader is referred to
experiments low-res2 (Re ¼ 103) and high-res2 (Re ¼ 104)

http://www.myroms.org/
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described in Özgökmen et al., 2009b for additional details on these
simulations.

In ROMS, the horizontal and vertical length scales are set to
L ¼ 200 and H ¼ 100 m, respectively, given an aspect ratio of
a ¼ 2. The width of the domain is set to W ¼ 100 m. The Froude
number Fr is the ratio between the characteristic advection speed,
defined as U0 ¼ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gDq0H=q0

p
(Özgökmen et al., 2009b), and the

internal wave speed, defined as
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gDq0l=q0

p
, where

l ¼ H=2 ¼ 50 m. Thus, for this configuration Fr ¼ 2�
1
2 regardless of

the choice for the density perturbation (q0). As shown in Section 2.2,
ROMS separates viscosity/diffusivity in vertical and horizontal.
Therefore, we introduce PrV (ReV ) and PrH (ReH) as the vertical
and horizontal Prandtl (Reynolds) numbers, respectively. The val-
ues of the explicit ReH used in this study are listed in Table 1.
Although we set PrH ¼ 7 (i.e., momentum diffuses seven times fas-
ter than heat in the horizontal), we cannot guarantee that KCH is
always larger than the numerical diffusion from the tracer advec-
tion scheme (hence, it is more appropriate to say that PrH 6 7).
Additional inconsistency between Nek5000 and ROMS is the fact
that both PrV and ReV are controlled by the turbulent closure.
The reason is that KMV and KCV are set according to the schemes
of each closure. Nevertheless, we conduct three control experi-
ments where KMV and KCV are set analytically to constant values
(more details in Section 3.2).

At the northern and southern sides, periodic boundary condi-
tions are applied, while at the eastern and western walls no-flow
and free-slip boundary conditions are used. The effects of bottom
friction are ignored (i.e., CD ¼ 0).

The LE problem is initialized with dense fluid on the left sepa-
rated from light fluid on the right:

q0ðx; y; z;0Þ
Dq0

¼
1 for 0 6 x < ðL=2þ gÞ;
0 for ðL=2þ gÞ 6 x 6 L;

�
ð8Þ

where g is a function that defines the perturbation to be superim-
posed on the density interface to generate 3D flows. For the LE
experiments presented in the following section a perturbation of
the form g ¼ 10� sinðpy=WÞ is used. A similar perturbation is
employed in Özgökmen et al. (2009b). The system starts from a
state of rest, u ¼ 0, and it is integrated until the rate of stratified
mixing becomes negligible with respect to the initial vigorous activ-
ity. One important time scale for the system is the time it takes for
the internal gravity currents to cross the domain Tp ¼ L=U0. The
total integration period (T) needs to be much larger than Tp for
Table 1
List of LE experiments conducted with ROMS. The number of grid points in the x; y and z d
Dx = Dy = Dz = 5 m, 80� 40� 40 ¼ 128,000 for Dx = Dy = Dz = 2.5 m, and 160� 80 � 80 ¼ 1,
KCV (K0

CV ) are the vertical (background) viscosity and diffusivity, respectively. The symbol
fourth-order centered vertical scheme has been used.

Experiment Dx (m) ReH

le-10-ke-103 10 103

le-10-kpp-103 10 103

le-5-ke-103 5 103

le-5-kpp-103 5 103

le-2.5-ke-103 2.5 103

le-2.5-kpp-103 2.5 103

le-2.5-u3h-10 2.5 103

le-1.25-ke-103 1.25 103

le-1.25-kpp-103 1.25 103

le-1.25-ke-104 1.25 104

le-1.25-kpp-104 1.25 104

le-1.25-ctrl-103 1.25 103

le-1.25-ctrl-104 1.25 104

le-1.25-novmix-103 1.25 103
the effects of stratification to fully develop. Both ROMS and
Nek5000 simulations are integrated until non-dimensional time of
t� ¼ 4� T=Tp � 60.
3.2. List of experiments and quantification of mixing

Table 1 presents the set of sixteen LE experiments conducted
with different configurations in terms of: (i) grid resolution, (ii)
choice of turbulence closures (with the values of vertical back-
ground viscosity K0

MV and diffusivity K0
CV used when using KPP-Ri,

see more details below), (iii) tracer advection scheme and (iv)
explicit horizontal Reynolds number (ReH). The following rationale
is used when specifying the simulation names (e.g., le-10-ke-103):
type of problem – grid resolution (Dx = Dy = Dz) – turbulence clo-
sure, or tracer advection scheme, or absence of vertical mixing
(novmix), or fixed KMV and KCV values (ctrl) – ReH value.

The main purpose of changing spatial resolution is to examine
the sensitivity of the results on grid resolution. Ideally, resolu-
tion-independent results would be desirable. Four values are
tested here: 10, 5, 2.5 and 1.25 m. We assure that in all experi-
ments run at ReH ¼ 103 the implicit numerical diffusion (which
acts as implicit viscosity), in the advection operator, is smaller than
the explicit horizontal eddy viscosity (KMH). Appendix A provides
further details on how the latter is verified, using simulations with
10 m resolution as example and based on an asymptotic analysis
similarly to that employed in Dong et al. (2007). We should point
out that in the experiments run at ReH ¼ 104 the implicit horizontal
numerical diffusion approaches the explicit KMH and, therefore, we
have no control over ReH (even though we state that ReH ¼ 104 in
those experiments). Nevertheless, we use these simulations to
show that the results become completely independent to the
choice of turbulence closure when the effective ReH is large and
entirely controlled by numerical diffusion.

To investigate the effects of tracer advection schemes on mix-
ing, we run experiment le-2.5-u3h-103, where a combination of
third-order upstream-biased horizontal scheme (U3H) and
fourth-order centered vertical scheme (C4V) is used. All the other
experiments are carried out using the multidimensional positive
definite advection transport algorithm (MPDATA). The MPDATA
algorithm conserves mass and it preserves the positive-definite
characteristics of the tracers, which avoids under- and overshoot-
ing of the initial tracer values. The sensitivity of mixing on the
explicit horizontal Reynolds number (ReH) is assessed by running
irections are: 20� 10� 10 ¼ 2000 for Dx = Dy = Dz = 10 m, 40� 20� 20 ¼ 16,000 for
024,000 for Dx = Dy = Dz = 1.25 m. CA = Canuto-A stability function, and KMV (K0

MV ) and
⁄ indicates that a combination of third-order upstream-biased horizontal scheme and

Turb. closure K0
CV (m2 s�1) K0

MV (m2 s�1)

k-e/CA
KPP-Ri 1.60 �10�3 1.12 �10�2

k-e/CA
KPP-Ri 1.60 �10�3 1.12 �10�2

k-e/CA
KPP-Ri 1.60 �10�3 1.12 �10�2

k-e/CA
k-e/CA
KPP-Ri 1.60 �10�3 1.12 �10�2

k-e/CA

KPP-Ri 1.60 �10�4 1.12 �10�3

KCV (m2 s�1) KMV (m2 s�1)

none 1.60 �10�3 1.12 �10�2

none 1.60 �10�4 1.12 �10�3

none 0 0



Table 2
Wall clock time and the number of nodes used in the LE and MLI experiments.

Experiment # of nodes Wall clock time (hours)

le-10-ke-103 1 0.1
le-10-kpp-103 1 0.1
le-5-ke-103 1 0.9
le-5-kpp-103 1 0.7
le-2.5-ke-103 8 2.2
le-2.5-kpp-103 8 1.5
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experiments at two ReH values (103 and 104). Finally, the effects of
turbulence closures on mixing are investigated by selecting two
popular models:

1. The algebraic K-Profile Parameterization model (KPP) (Large
et al., 1994). Here, only the component due to resolved vertical
shear is considered. Shear-driven mixing is expressed in terms
of the local gradient Richardson number,
le-2.5-u3h-103 8 1.2
le-1.25-ke-103 32 16.5
le-1.25-kpp-103 32 10.4
le-1.25-ke-104 32 20.2
le-1.25-kpp-104 32 14.1
le-1.25-ctrl-103 32 13.1
le-1.25-ctrl-104 32 13.2
le-1.25-novmix-103 32 13.2

le-LES (103) 16 308

le-LES (104) 384 48,000

mli-100-32-ke 16 2.3
mli-200-32-ke 4 0.7
mli-50-32-ke 64 4.7
mli-100-16-ke 4 2.9
mli-100-64-ke 36 2.0
mli-100-32-kpp 16 1.5
mli-100-32-novmix 16 1.4
mli-LES 256 192
Rig ¼ N2 @u
@z

� �2

þ @v
@z

� �2
" #�1

; ð9Þ

which is the ratio between the buoyancy frequency and the ver-
tical shear. Vertical eddy viscosity is then estimated as:

KMV ¼
K0

MV for Rig < 0;

K0
MV ½1� ðRig=Ri0Þ2�

3
for 0 < Rig < Ri0;

0 for Rig > Ri0;

8>><
>>: ð10Þ

where Ri0 = 0.7. Eq. (10) is also used to compute KCV , but a back-
ground diffusivity coefficient (K0

CV ) is used instead of that for vis-
cosity (K0

MV ). These coefficients are prescribed by the user and
the values used in our LE runs are listed in Table 1.

2. The two-equation standard k-e closure (Burchard and Baumert,
1995) for stratified flow with Canuto-A stability function
(Canuto et al., 2001). We choose k-e/CA based on a recent eval-
uation of turbulence closures in three-dimensional simulations
of the Red Sea overflow (Ilicak et al., 2008). The k-e model uses
transport equations for turbulent kinetic energy (TKE) and the
dissipation rate e of the TKE, while the Canuto-A stability func-
tion includes the effects of shear and stratification. Unlike the
shear-driven mixing in KPP, the user does not need to prescribe
the value of any coefficient in this closure. The reader is referred
to Warner et al. (2005b) (and references therein) for a complete
description of k-e/CA and their implementation in ROMS.

Additionally, three control experiments where both KMV and
KCV are set to fixed values (no turbulence closure is used) are con-
ducted. In experiment le-1.25-ctrl-103 we set KMV = 1.12 � 10�2

m2 s�1 and KCV = 1.60 � 10�3 m2 s�1, while in experiment le-1.25-
ctrl-104 these parameters are set to 1.12 � 10�3 m2 s�1 and
1.60 � 10�4 m2 s�1, respectively (see Table 1). Experiment le-
1.25-novmix-103 is intended to explore the absence of vertical
mixing (KMV ¼ KCV ¼ 0) on the system while keeping ReH ¼ 103.

In ROMS, the baroclinic time step is set to Dx/500 s and the
number of barotropic time steps between each baroclinic time step
is set to 20. This yields a maximum lateral CFL number of
8.8 � 10�2 for all simulations. ROMS experiments are conducted
on University of Miami’s Linux cluster (IBM iDataPlex dx360M4)
based on 16 Intel Sandy Bridge 2.6 GHz cores, 32 GB of RAM and
infiniBand clustering network, while Nek5000 experiments have
been carried out on a Cray XE6m machine at the City University
of New York High-Performance Computer Center.2 ROMS and
Nek5000 scale at approximately 1–5�104 and 5–10�103 grid points
per node, respectively. The number of nodes for each experiment as
well as the wall clock time for an integration t� � 60 are listed in
Table 2.

For this application, the metric used is the background (or ref-
erence) potential energy (BPE), which quantifies mixing in a
enclosed system (Winters et al., 1995), such as the lock-exchange
domain employed here. BPE is defined as the minimum potential
energy that can be obtained through an adiabatic redistribution
of the water masses. Mixing increases the BPE, since it provides a
direct measure of the potential energy changes due to irreversible
2 http://www.csi.cuny.edu/cunyhpc/.
diapycnal mixing. This metric has been widely used to compute
mixing in numerical simulations of turbulent flows (Winters
et al., 1995; Tseng and Ferziger, 2001; Özgökmen et al., 2007,
2009a,b; Ilicak et al., 2009, 2012) and the reader is referred to
Özgökmen et al. (2007, Fig. 5 and associated text) for a detailed dis-
cussion on how changes in BPE relate to diapycnal mixing in the LE
problem.

We follow the technique introduced by Tseng and Ferziger
(2001) to compute BPE using the probability density function. In
our analysis the density perturbation is split into 51 bins at each
time step, and integrated:

BPE ¼ gLW
Z H

0
q0ðzrÞzrdzr; ð11Þ

where zrðq0Þ is the height of fluid of density q0 in the minimum
potential energy state. The q0 bins are fixed in time and vary
between the minimum and maximum values at t� = 0 (0 and
1 kg m�3, respectively). Therefore, the under- and over-shootings
discussed in Section 3.4 are not included in the calculation of BPE.
We present the results in terms of the non-dimensional background
potential energy, defined as:

BPE� ¼ BPEðt�Þ � BPEðt� ¼ 0Þ
BPEðt� ¼ 0Þ : ð12Þ

It is convenient to use Eq. (12) to visualize the relative increase
of the BPE with respect to the initial state by mixing. We highlight
that BPE⁄P 0 and it increases monotonically for physically realis-
tic solutions.

3.3. Description of the flow

Since active tracer fields are a convenient way of visualizing
stratified turbulent flows, we use the normalized density pertur-
bation field (q0=Dq0) to describe the evolution of the LE problem.
We choose the results from experiments le-1.25-ke-104 (see
Table 1) and the LES (Re = 104) simulation to described the time
evolution of q0=Dq0. At t� ¼ 4:1 (Fig. 1(a) and (b)), mixing is
enhanced when the two gravity currents, traveling in opposite
directions, collide on the center of the domain. The three-dimen-

http://www.csi.cuny.edu/cunyhpc/


Fig. 1. Contours of the normalized density perturbation q0=Dq0 values for the (left panels) Nek5000 simulation LES (Re = 104) and (right panels) ROMS experiment le-1.25-ke-
104 (see Table 1) during two non-dimensional times t� ¼ 4:1 (a and b) and t� ¼ 47:6 (c and d). The contours values are 0.1 (blue) and 0.9 (yellow). Animations of both the LES
simulation (dbpr153.mov) and the ROMS simulation (le-1.25-ke-10000.mov) are available in the Auxiliary Materials. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
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sionality of the flow, resulting from the initial sinusoidal pertur-
bation, is evident at this stage in both ROMS and LES simulations.
The solution in the ROMS simulation is much less smooth than in
the LES. As pointed out by Ilicak et al. (2012), the lock-exchange
problem is characterized by noise divergencies in the horizontal
velocities near the head of the counter-propagating gravity cur-
rents, which are related to large energy in the velocity at or near
the horizontal grid scale. Although the momentum advection
scheme used in ROMS has viscous dissipation built into it to
ensure that the flow field is smooth at the grid scale
(Shchepetkin and McWilliams, 1998), our results show that the
effectiveness of this mitigation is reduced at small Dx and high
ReH (see following section for further discussion). Towards the
end of the simulation (Fig. 1(c) and (d)) the density perturbation
becomes smoother as shear decreases, while the density interface
becomes thicker as a result of mixing. Due to the difference in the
internal wave speed (dispersion) between the hydrostatic (ROMS)
and the non-hydrostatic (LES) simulations, the flows no longer
exhibit similar behavior (e.g., the position of gravity current
fronts) as t� increases (Fig. 1(c) and (d)). Although not explored
in the present study, it is known that hydrostatic models cannot
produce the correct dispersion for non-linear internal waves
(Scotti and Mitran, 2008). In addition, the choice of numerical
schemes may also play an important role on the speed of internal
waves (Hodges et al., 2006) and further studies should be done to
address these issues. In the following sections we focus in
quantifying mixing during the time evolution of the LE
problem.
3.4. Comparison of mixing from LES and ROMS

In this section, the sensitivity of mixing to the modeling choices
presented in Section 3.2 are explored.

Figs. 2 and 3 show the time evolution of the non-dimensional
background potential energy BPE⁄ for all experiments listed in
Table 1. Until t� � 2, when the two counter-propagating gravity
currents collide on the wall, the BPE⁄ curves in the different ROMS
simulations are very similar and display larger mixing (and mixing
rate) than the LES simulations. However, shortly after, the ROMS
simulations display different patterns among themselves and,
overall, there is a small decrease in the BPE⁄ slope. On the other
hand, the mixing rate in the LES experiments is enhanced after
the two gravity currents collide on the center of the domain
(t� � 4:1).

Overall, the flow in both ROMS and LES follows two stages dur-
ing the evolution of the LE problem. First, shear-driven mixing
dominates and the mixing increases rapidly. Second (after
t� � 15), a fairly abrupt change in the regime occurs when the col-
lapse of turbulence to internal waves takes place. In all runs this
occurs approximately right after the two gravity currents, traveling
at opposite direction, collide on the center of the domain for the
third time. The initial (shear-driven) mixing rate is reduced in sim-
ulations with Dx = 1.25 m and, therefore, this collapse becomes less
pronounced in these runs. Shear-driven mixing is now sparse (as
shown by the smoother contours in Fig. 1(c) and (d), and corre-
sponding animations) and the mixing rate decreases significantly
during this last stage (Figs. 2 and 3).

http://le-1.25-ke-10000.mov


Fig. 2. Time evolutions of the normalized background potential energy BPE⁄ from experiments with Dx = 10, 5, 2.5 and 1.25 m and ReH = 103. The curve from the reference LES
(Re = 103) experiment is also shown for comparison. Note the overlap between curves from experiments le-1.25-ke-103 and le-1.25-ctrl-103; and le-1.25-kpp-103 and le-1.25-
novmix-103. The lower panel on the right shows an expanded plot of the initial evolution of BPE⁄.

Fig. 3. Time evolutions of the normalized background potential energy BPE⁄ from experiments with Dx = 1.25 m and ReH = 103 and 104. The curves from the reference LES
(Re = 103) and LES (Re = 104) experiments are also shown for comparison. Note the overlap between curves from experiments le-1.25-ke-103 and le-1.25-ctrl-103; and le-1.25-
ke-104, le-1.25-kpp-104 and le-1.25-ctrl-104.
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In cases with ReH = 103, mixing from ROMS as quantified by
BPE⁄ is found to decrease with finer spatial resolution, as follows:
the cases with 10 m resolution significantly overestimate mixing
and the results are greatly improved when the resolution is
increased to 5 m (although mixing is still overestimated); those
with 2.5 m resolution give the most accurate results; and those
with 1.25 m resolution lead to an underestimation of mixing with
respect to the LES curve (Fig. 2). Thus, no convergence of results is
achieved, as the mixing curves from ROMS keep changing with
spatial resolution. Also, during the initial stage (when shear-driven
mixing dominates), the results are not sensitive to the choice of
turbulence closure. However, as the system approaches the inter-
nal wave regime, KPP-Ri tends to give somewhat more mixing than
k-e at coarser resolutions (10 and 5 m) and less mixing at finer res-
olutions (2.5 and 1.25 m). Nevertheless, the difference in mixing
obtained with these closures is not significant when compared to
the difference in mixing obtained when varying the model
resolution.
The experiment with 2.5 m resolution and U3H/C4V tracer
advection scheme (le-2.5-u3h-103) shows excessive mixing until
about t� � 25 and the BPE⁄ then decreases for 25 6 t� 6 50, which
is an unphysical behavior (Fig. 2). Fig. 4 shows the probability den-
sity function of temperature at four non-dimensional times and for
the different tracer advection schemes evaluated here. Initially (at
t⁄ = 0, not shown), only two temperature values are presented
(highlighted by the black lines in Fig. 4(d)) and each correspond
to 50% of the total volume. At t� = 0.7 (Fig. 4(a)), a range of new
temperature values have formed as a consequence of mixing and
with the U3H/C4V scheme a significant percentage of the total vol-
ume falls outside the initial temperature range. There is a large
increase in the amount of intermediate temperature values gener-
ated during the initial stage, when shear-driven mixing dominates
(compare Fig. 4(a) and (b)), and, therefore, the BPE⁄ curves increase
monotonically regardless of the tracer advection scheme (Fig. 2).

Ilicak et al. (2012) used the lock-exchange case to analyze the
spurious dianeutral transport in a suite of ocean models. They



Fig. 4. Probability density function (pdf, in %) of temperature (�C) at (a) t⁄=0.7, (b) t⁄ = 30.0, (c) t⁄ = 45.0 and (d) t⁄=50.0 for the different tracer advection schemes evaluated
here, namely MPDATA and U3H/C4V (experiments le-2.5-ke-103 and le-2.5-u3h-103, respectively). Animation of the time evolution of the pdf is available in the Auxiliary
Materials (pdf-le-2.5-ke-1000-vs-le-2.5-u3h-1000.mov).

Fig. 5. BPE⁄ normalized root-mean-square errors (C, defined by ((13)) see text for details) as a function of the inverse grid resolution (Dx�1, m�1) for all ROMS experiments
presented in Table 1. Note the overlap between points from experiments le-1.25-ke-103 and le-1.25-ctrl-103; le-1.25-ke-104, le-1.25-kpp-104 and le-1.25-ctrl-104; and le-
1.25-novmix-103 and le-1.25-kpp-103.
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compared the effect of two tracer advection schemes implemented
in the MITgcm model (the non-monotonic second order moment
scheme of Prather (1986); and a monotonic 7th-order scheme)
and also found that new water masses with densities outside the
initial range were generated when using the scheme without a flux
limiter (Prather). They also highlighted that the noisy vertical
velocity (due to the strong lateral flow divergence) can lead to a
nontrivial degree of flux limiting introduced by the monotonic
scheme, which would result in large spurious mixing. Here, on
the other hand, we found that the monotonic scheme (MPDATA)
gives less mixing when compared to U3H/C4V. We present two
plausible hypotheses for this behavior. First, the amount of diffu-

http://pdf-le-2.5-ke-1000-vs-le-2.5-u3h-1000.mov
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sion introduced by the velocity dependent hyper-viscosity from
the tracer advection scheme U3H may overcome the effect of the
flux limiting on mixing due to the noisy vertical velocity. Since
the solutions become smoother as the collapse of turbulence to
internal waves takes place, this could explain the decrease in BPE
for U3H/C4V scheme at later times. A second hypothesis takes in
consideration the fact that the over- and under-shootings observed
at the initial stages (Fig. 4(a) and (b)) are not included in the BPE
calculation (see Section 3.2). The decrease in the BPE for the
U3H/CV4 scheme at later times may then, in fact, be due to a
reduced impact of the over- and under-shootings (Fig. 4(c) and
(d)), rather than some kind of ‘‘unmixing’’ or numerical artifact.
Clearly both hypotheses require further investigation, which is
beyond the scope of this article.

In the case with ReH = 104, results from 1.25 m resolution ROMS
computations seem to lead to large errors, independently from the
closures used (Fig. 3). The LES results show a clear increase in mixing
as Re is increased while in ROMS such growth is not very
pronounced. The spatial resolution of 1.25 m does not allows us to
keep the implicit numerical diffusion smaller than KMH ¼1:12
�10�3 m2 s�1, which leads to an unintended increase in the effective
ReH of the system. Clearly, one may also opt to go with coarser reso-
lution and obtain higher mixing by numerical effects. Nevertheless,
this cannot be considered as a systematic and reliable modeling
approach to turbulent mixing problems.

To better quantify the difference between the BPE⁄ curves
derived from ROMS and LES, we compute the normalized root-
mean-square error (C) defined as

C ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Pn
i¼0ðĥi � hiÞ

2
q

ĥmax � ĥmin

; ð13Þ

where ĥ and h are the BPE⁄ values for the LES and ROMS, respec-
tively, and n is the number of points compared. The values of C as
a function of the inverse grid resolution (wave-number) are pre-
sented in Fig. 5. Each experiment is compared with the respective
LES (Re = 103 and 104) based on their ReH value.

From Figs. 2, 3, 5, it is clear that the best results are achieved with
experiments le-2.5-ke-103 and le-2.5-kpp-103 (C = 6.9 and 8.7%,
respectively). The coarser resolution cases, le-10-ke-103 and le-10-
kpp-103 (C = 60.5 and 62.5%, respectively) and le-5-ke-103 and le-
5-kpp-103 (C = 18.4 and 19.6%, respectively), overestimate mixing,
while the higher resolution cases le-1.25-ke-103 and le-1.25-kpp-
103 (C = 16.0 and 18.7%, respectively) underestimate it. Experiments
using different turbulence closures and ReH = 103 do not show a sig-
nificant difference in mixing relative to the difference obtained
using different modeling choices. Therefore, the choice of turbulence
closure plays a minor role in this problem. Experiments carried at
higher ReH (104) show that mixing is underestimated with respect
to the reference results, with errors increasing by a factor of approx-
imately 2 (le-1.25-ke-104 � le-2.5-kpp-104 � le-2.5-ctrl-
104;C � 37.0 %) compared to cases where ReH ¼ 103. This is
expected since the implicit numerical diffusion associated with
the horizontal advection scheme does not allow the effective ReH

to be increased to 104 at this resolution. We highlight that there
are no significant differences between experiments le-1.25-ke-104,
le-2.5-kpp-104, le-2.5-ctrl-104, suggesting that, when the specified
ReH is large, the implicit horizontal numerical diffusion is more influ-
ential than the choice of turbulence closure used.

Results from experiment le-2.5-u3h-103 show that mixing is
significantly changed when the tracer advection scheme formed
by U3H/C4V is applied (C = 17.2%, compared to 6.9% achieved
using MPDATA). The overall (all resolutions) change in C due to dif-
ferent vertical turbulence closures is 	2%, while the difference in C
due to different tracer advection schemes is of 10.3%. The error
obtained with U3H/C4V is equivalent to those achieved with a
coarser grid resolution (Dx = 5 m) and, therefore, this is considered
excessive mixing. It should be noted, however, that the combina-
tion formed by U3H/C4V is significantly cheaper in terms of com-
putation time than MPDATA (Table 2). Additional combinations
(not shown) formed by U3H and a splines vertical scheme (U3H/
Splines) also result in excessive mixing (C = 16.2%). Even larger
mixing is achieved when using the ROMS default fourth-order cen-
tered for both horizontal and vertical schemes (C4H/C4V,
C = 37.6%); and a fourth-order centered as the horizontal scheme
with a splines vertical scheme (C4H/Splines, C = 37.8%). All these
combinations also show over- and under-shootings in the proba-
bility density function of temperature during the initial stage and
the lack of monotonicity in the BPE curve at latter times.

The convergence achieved with the different grid resolutions
and tracer advection schemes should be interpreted with caution.
Resolving the small-scale sharp gradients in the density field dur-
ing the evolution of the LE problem is a challenging task for any
OGCM. The hydrostatic approximation breaks down when the con-
dition Fr2a�2 
 1 does not hold (McWilliams, 1985; Vallis, 2006),
which is the case during initial stage of the LE problem. This causes
an inverse dependence of the vertical velocity on the grid resolu-
tion (Fringer et al., 2006; Ilicak et al., 2012). Under such conditions,
one cannot expect the solutions to converge following the order of
the numerical scheme, as is the case for classical convergence anal-
ysis, and the common idea that higher spatial resolution yields bet-
ter results does not apply. Therefore, it is not possible to find a
scaling to predict the optimal resolution a priori and the best mod-
eling choices will vary for each particular case.

4. Upper ocean frontal instability for lateral stirring

4.1. Model configuration and parameters

In the MLI problem we use the Nek5000 results described in
Özgökmen et al. (2011). The non-dimensional parameters in (1)
were set to a ¼ 20; Fr ¼ 0:1;Ro ¼ 0:02;Re ¼ 105 and Pr ¼ 7, and
the reader is referred to Özgökmen et al. (2011) for further details
on the Nek5000 configuration.

In ROMS, the model parameters and the physical conditions are
set as close as possible to those in Nek5000. We use a simple rect-
angular box (Fig. 6), where the domain length is taken equal to its
width (L ¼W ¼10,000 m) and the total water depth set consistent
to the depth of a main thermocline (H ¼ 500 m). For this particular
MLI study, the choice of tracer advection scheme is not critical. We
conducted simulations (not shown) using U3H/C4V, MPDATA and
U3H/Splines and no significant differences were observed in the
results. Therefore, we chose to use the same scheme for both
momentum and tracer and performed all the MLI simulations
using U3H/C4V. The boundary conditions are periodic in the x
direction and free-slip, closed wall, in the y direction.

The initial condition is:

q0ðx;0Þ ¼ 1� 0:7� 1� z
H

� �2:3
� 	

1� exp � y=L
k

� �4

� z
0:2

� �8
( )" #,

98;

ð14Þ
where

k ¼ 0:5þ 0:05 cos 2p x
L

� �
þ 0:006 cos 2p x

L=5

� �

þ 0:003 cos 2p x
L=25

� �
ð15Þ

This profile represents a h0 � 80 m deep mixed-layer and an
approximately 3 km wide front resting on a stably-stratified fluid
(Fig. 6 bottom). This initial condition is similar to that in
Özgökmen et al. (2011), but since ROMS uses dimensional



Fig. 6. Initial condition for the MLI density perturbation field q0ðx; t ¼ 0Þ (kg m�3), (top) surface horizontal section and (bottom) vertical cross section.
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variables, it has been scaled by 98 to keep the parameters
described in the following section consistent with those from
Nek5000. In addition, two smaller sinusoidal perturbations in
(15) are included to facilitate the development of the desired insta-
bilities. In the absence of these perturbations, the development of
instabilities is delayed by several days. The initial temperature
condition is set by using the linear equation of state defined in
(7) and the initial density perturbation field q0ðx;0Þ, given in
(14). The integrations start from rest and contain no forcing.
Following Özgökmen et al. (2011), wind forcing is neglected for
reasons of dynamical simplicity and to limit the parameter space.

From Fig. 6, the resultant buoyancy frequency is
N � 4:42� 10�4 s�1. One of the challenges here is to estimate the
flow speed scale (U0) that arises from the density field. From the
numerical model results presented here, the maximum flow speed
4 h after initialization is U0 � 0:02 m s�1, which gives
Fr ¼ U0=ðNHÞ � 0.1. We set the Coriolis parameter as f =
1.21 � 10�4 s�1, giving Ro ¼ U0=ðfLÞ � 0.02.

For this MLI problem, the ratio between the fastest growing
modes R and the mixed-layer radius of deformation
Rd ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g
q0

Dq0mho

q
=f (where Dq0m is the density difference across the

surface front), over a wide regime of parameters, falls in a narrow
range of 4 6 R=Rd 6 6 (Eldevik and Dysthe, 2002). Following
Özgökmen et al. (2011), we assume R=Rd � 5. From Fig. 6,
Dq0m � 3:1� 10�3, and we get Rd � 400 m. Thus, the size of the hor-
izontal mixing layer eddies is R �2 km. These parameters are con-
sistent with the Fr = 0.1 simulation presented by Özgökmen et al.
(2011).

Three numbers of vertical levels (Nr = 16, 32 and 64) are used
and in all cases the vertical S-coordinate is configured using (fol-
lowing the ROMS terminology): Vtransform = 1 (transformation
equation); Vstretching = 1 (stretching function); theta_s = 7 (sur-
face stretching parameter); theta_b = 0.1 (bottom stretching
parameter); and tcline = 100 (critical depth, m). This configuration
gives higher vertical resolution near the surface to better resolve
the MLI’s (Fig. 7).

Unlike in the LE case, in which stratified overturning and turbu-
lent interactions play a key role in the overall mixing in the system,
here our interest is on the turbulent exchange across the front by
resolved MLI eddies.

4.2. Experimental description and tracer metrics

Table 3 presents the main parameters for the seven numerical
experiments conducted in the MLI study. The simulation names
are specified using the following logic (e.g., mli-100-32-ke): type
of problem – horizontal resolution (m) – number of vertical layers
– turbulence closure or absence of vertical mixing (novmix).



Fig. 7. Layer thickness (Dz, m) as a function of vertical level for (a) Nr = 16, (b) Nr = 32 and (c) Nr = 64. The blue and red lines represent the surface and bottom layers,
respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 3
List of MLI experiments conducted, where Nr is the number of sigma levels, Dx = Dy is
the horizontal grid spacing and CA = Canuto-A stability function. The minimum and
maximum vertical grid spacing (Dz) values are also shown.

Exp. Dx=Dy (m) Nr min/max Dz (m) Turb. closure

mli-100-32-ke 100 32 3.3/73.9 k-e/CA
mli-200-32-ke 200 32 3.3/73.9 k-e/CA
mli-50-32-ke 50 32 3.3/73.9 k-e/CA
mli-100-16-ke 100 16 6.6/133.9 k-e/CA
mli-100-64-ke 100 64 1.6/38.9 k-e/CA
mli-100-32-kpp 100 32 3.3/73.9 KPP-Ri
mli-100-32-

novmix
100 32 3.3/73.9 none
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In these experiments we vary horizontal and vertical resolu-
tions, as well as apply the same turbulent closures presented in
Section 3.2 (k-e/CA and KPP-Ri). It should be noticed that the Rich-
ardson number-dependent KPP is designed to parameterize ocean
mixing below the boundary layer (Large et al., 1994). Since there is
no external forcing in our MLI experiments, the purpose of using
KPP-Ri is to evaluate how the system evolves during, for example,
the spin-down of a mixed-layer front created by the passage of a
storm. The vertical background diffusivity (K0

CV ) is set to the
5.0 �10�3 m2 s�1, which is the value recommended by Large
et al. (1994) based on the observed diffusivities reported for the
seasonal thermocline (Peters et al., 1988). The vertical background
viscosity (K0

MV ) is set to 3.5 �10�2 m2 s�1. In addition, we carry out
a control experiment (mli-100-32-novmix), where both KCV and
KMV are set to zero. These are some of the modeling choices that
are faced during the implementation of an OGCM and, therefore,
the outcomes will provide some guidance for applications focusing
on the lateral dispersion of pollutants and biogeochemical tracers
due to submesoscale MLI eddies.

The baroclinic time step is set to Dx/5 s and the number of baro-
tropic time steps between each baroclinic time step is set to 20.
This yields a maximum lateral CFL number of 9.9 � 10�1 for all
simulations. The approximate wall clock time as well as the num-
ber of nodes for each MLI experiment for an integration time of
30 days are summarized in Table 2.
One of the purposes of this study is to quantify the transport
and mixing of a passive tracer field CðxÞ during the mixing layer
adjustment. In ROMS, such a tracer field evolves in time following
(6), where the horizontal and vertical diffusion coefficients are the
same as those for temperature (KCH and KCV , respectively). The ini-
tial concentration of CðxÞ is specified as:

C0ðxÞ ¼ exp �ðy� ycÞ
2

l2y

 !
exp � z2

l2
z

 !
; ð16Þ

where yc ¼10,000 m is at the center of the domain, ly ¼ 500 m and
lz ¼ 100 m. A three-dimensional view of the initial concentration
field C0ðxÞ is shown in Fig. 8. Although a release of this size might
not be feasible in a field experiment, it ensures the tracer is well
resolved in all the horizontal and vertical resolutions used in our
numerical experiments. Using a more experimentally practical
release could introduce numerical artifacts, since the initial patch
of tracer would be near the limits of the model resolution. In all
experiments presented here, the tracer is released 15 days after
the beginning of the simulation, when the flow is fully non-linear
(Fig. 9(b)).

To quantify the net turbulent expansion of the front by ML
eddies, we compute the second moment (or tracer variance) of
the tracer concentration field across the front and at a fixed level
of z0 � 5 m,

r2
yðt; z0Þ ¼

M02ðt; z0Þ �M2
01ðt; z0Þ

M00ðt; z0Þ
; ð17Þ

where

Mmpðt; z0Þ ¼
1
A

ZZ
xmypCðx; y; z0; tÞdxdy: ð18Þ

The tracer variance is frequently employed in the analysis of
observational data (Sundermeyer and Ledwell, 2001; Inall et al.,
2013).



Fig. 8. Three-dimensional view for the initial tracer concentration field C0ðxÞ. The color bar shows concentration in kg m�3. Tick marks are placed every 1 km in the horizontal
and 100 m in the vertical directions. Animation of the time evolution of CðxÞ for experiment mli-100-32-ke is available in the Auxiliary Materials (mli-res100-32A-dye.mov).
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 9. Density perturbation field q0 (kg m�3) for experiment mli-res100-32A at (a) t = 4 days, (b) t = 10 days, (c) t = 15 days and (d) t = 30 days. The thick marks are placed
every 1 km in the horizontal and 100 m in the vertical. Corresponding animation is available in the Auxiliary Materials (mli-res100-32A-rho.mov).
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4.3. Description of the flow

Fig. 9 presents snapshots of the 3D density perturbation field q0

for experiment mli-100-32-ke (see Table 3) at four different times.
Initially (right after t = 0 days, not shown), inertial oscillations are
created, where the vertical isopycnals start to oscillate around
the geostrophically adjusted state, consistent with predictions by
Tandon and Garrett (1994). As pointed by Boccaletti et al. (2007),
there are no significant changes in stratification during this period.
After a few days, MLIs are visible and restratification begins
(Fig. 9(a)). After ten days (Fig. 9(b)), the presence of coherent vor-
tices with scales consistent with R � 2 km are clearly observed.
Once the instability becomes fully nonlinear (Fig. 9(c)), the 3D den-
sity perturbation field is visually very similar to the LES simulation
by Özgökmen et al. (2011) (see their Fig. 2(b)). At day 30 (Fig. 9(d)),
the exchange flow associated with restratification gets close to the
domain boundaries. Since the boundary induced shears and flows
become important beyond this stage (not shown), we finalize the
integration.
Fig. 10. Tracer wave-number power spectral densities for experiments listed in Table 3
Özgökmen et al. (2009b) at corresponding times are also superimposed for comparison.
16-ke and mli-100-64-ke; and experiments mli-100-32-kpp and mli-100-32-novmix. Ty
4.4. Comparison of lateral stirring from LES and ROMS

We now focus on the transport and stirring of a passive tracer
field during the MLI adjustment process. In particular, we compute
near surface wave-number spectra and the time evolution of the
second moment of the tracer distribution.

To quantify the difference in tracer evolution from the experi-
ments listed in Table 3, horizontal wave-number spectra of the
near surface (� 5 m) tracer fields are shown in Fig. 10. These are
computed by averaging over 20 one-dimensional spectra taken
along the periodic direction 4 km 6 y 6 6 km at 3 and 6 days after
the initial tracer release. At scales comparable to the mixing layer
eddies (k � 5� 10�4 m�1), most of the energy shown in the LES
curve is well captured by the experiments with Dx = 50 m. The
ROMS spectra do not change significantly when either Nr varies
or the turbulence closure is changed (the spectra from experiments
mli-100-32-ke, mli-100-16-ke and mli-100-64-ke; and from exper-
iments mli-100-32-kpp and mli-100-32-novmix are very similar).
In tracer stirring carried out by approximately two-dimensional
at (top) time = 18 days and (bottom) time = 21 days. The LES (Fr = 0.1) results by
Note the similarity between the spectra from experiments mli-100-32-ke, mli-100-
pical wave-number slopes are shown in the background.
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flow features a scaling of k�1 is expected (Vallis, 2006). The ROMS
simulations display a more limited range of k�1 scaling, while the
LES curves are approximately consistent with this slope down to
k � 5� 10�2 m�1. The energy spectrum from the ROMS experi-
ments become more similar to the LES curve as horizontal resolu-
tion is increased.

The time evolution of the tracer variances in the near surface
are presented in Fig. 11. The results are shown until day 21, since
in our control experiment (mli-100-32-novmix) boundary induced
shears and flows become important beyond this point (not shown).
This metric suggests that the ROMS experiments are not signifi-
cantly affected, compared to other modeling choices tested here,
when either Nr or Dx are varied. Better agreement with the LES
results is obtained using the second order closure model (k-e/CA)
at all resolutions used. The curve from experiment mli-100-32-
kpp resembles again our control run and significant deterioration
Fig. 11. Second moment of the tracer distribution as a function of time for the MLI exper
32-novmix are very similar. The LES (Fr = 0.1) curve presented in Özgökmen et al. (2011

Fig. 12. Normalized root-mean-square errors computed from the y-direction horizonta
inverse grid resolution (Dx�1, m�1) for all MLI experiments presented in Table 3. Note th
mli-100-32-kpp and mli-100-32-novmix.
of the solution is found in these experiments (see Section 4.5 for
more details).

From the curves presented in Fig. 11, the y-component of diffu-
sivity can be obtained following:

Ky ¼
1
2
@r2

y

@t
: ð19Þ

We compute Ky using a 6-h interval and then calculate the nor-
malized root-mean-square error (C, defined in Eq. 13) with respect
to the LES diffusivity. This interval is arbitrarily chosen and, quali-
tatively, the results described below are not sensitive to the time
interval used (we tested values ranging from 2 to 24 h). In the
ROMS experiments, the time-averaged y-direction horizontal dif-
fusivities hKyi range from 2.1 to 5.5 m2 s�1, while for the LES exper-
iment the value is 2.0 m2 s�1. These values are all within the limits
observed over the continental shelf and below the mixed layer on
iments listed in Table 3. The curves from experiments mli-100-32-kpp and mli-100-
) is also superimposed for comparison.

l diffusivities hKyi (C, defined by Eq. (13); see text for details) as a function of the
e overlap between points from experiments mli-100-32-ke and mli-100-64-ke; and
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spatial scales of 1–10 km and timescales of less than 5 days
(Sundermeyer and Ledwell, 2001; Inall et al., 2013). However, we
highlight that in nature the problem is considerably more complex
than our idealized case and other processes, such as those associ-
ated with external forcing, inertial waves or mean flow, may also
influence the lateral dispersion of a dye patch. Therefore, it would
be difficult to evaluate our results by relying just on the observa-
tions. Fig. 12 shows the values of C computed for each ROMS sim-
ulation. Again, the results are not significantly sensitive to either
Nr or the Dx values tested here. The error for Dx = 100 m is the larg-
est (experiment mli-100-32-ke;C = 31.4%). A small improvement
in the solution is achieved if coarser (Dx = 200 m) or higher
(Dx = 50 m) horizontal resolutions are used (experiments mli-
200-32-ke and mli-50-32-ke;C = 30.3% and 28.8%, respectively).
The result from an additional experiment (not shown) with
Dx = 25 m also shows a small improvement in the solution
(C = 26.1%), but the increase in computing time (wall clock time
is 	2 times larger than in experiment mli-50-32-ke, see Table 2)
does not justify such gain. Additionally, the results do not converge
Fig. 13. Time series of (a) near surface tracer second moment (r2
y , km2) and (b) maximum

32-ke, mli-100-32-kpp and mli-100-32-novmix are shown.
as the vertical resolution is increased and the best solution is
achieved when using an intermediate number of sigma layers
(Nr = 32). Nonetheless, we highlight that the differences in C as
horizontal and vertical resolution vary are significantly reduced
when compared to those obtained in the LE problem (see Sec-
tion 3.4). Unlike the latter, the hydrostatic approximation holds
for the MLI problem (since Fr2a�2 
 1Þ. However, our results are
not sufficient to make a connection between better spatial conver-
gence and the fact that the hydrostatic approximation holds and
further studies should be conducted to address this point.

Finally, the largest errors obtained are related to the choice of
turbulence closure. The use of KPP-Ri results in a much larger error
(mli-100-32-kpp, C = 68.7%) compared with k-e/CA (mli-100-32-
ke;C = 31.4%) when using identical horizontal and vertical resolu-
tions. Similarly, the error in the control experiment (mli-100-32-
novmix, C = 69.1%) is significantly larger, suggesting that the tur-
bulence closure has a significant contribution in the stirring of a
passive tracer during the MLI adjustment. This point is explored
in more detail in the following section.
horizontal velocity (~u, m s�1) in the mixed layer. Results from experiments mli-100-
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4.5. Restratification and vertical diffusivity

We now focus on experiments mli-100-32-ke, mli-100-32-kpp
and mli-100-32-novmix and following Eq. (16) release a passive
tracer field at the beginning of the simulation (time = 0 days).
The corresponding time evolution of r2

y in the near surface are pre-
sented in Fig. 13(a). Experiments mli-100-32-kpp and mli-100-32-
novmix show larger values of tracer variance throughout the sim-
ulation in comparison to mli-100-32-ke. The discrepancy is ampli-
fied after day 12. It is instructive to compute a metric for the
restratification due to the rearrangement of buoyancy by the resid-
ual circulation. We compute an overturning eddy streamfunction
(we) as follows:

we ¼ a
av 0b0bz � a�1w0b0by

by
2 þ a2bz

2

 !
; ð20Þ

where b is the buoyancy, primes are fluctuations from the mean
value (averaged along x direction and denoted by an overbar) and
subscript denotes partial derivatives. This form of we (Plumb and
Ferrari, 2005; Cerovečki et al., 2009; Mahadevan et al., 2010;
Ramachandran et al., 2013) generalizes earlier definitions and
remains well defined in situations where by or bz become negligibly
small (e.g., weakly stratified environments, like the MLI problem
applied here). A coordinate stretching parameter a ¼ H=L ¼ 0:05 is
used to account for the skewed aspect ratio. Our results are
Fig. 14. Eddy streamfunction (we , m2 s�1) at day 7 for experiments (a) mli-100-32-ke, (b)
insensitive to a over a range 10�2–10�3. The eddy streamfunction
always shows a thermally directed circulation, where warm (light)
water rises above cold (dense) water. Snapshots of we at day 7 are
shown in Fig. 14. At this stage, the strength of the secondary circu-
lation is significantly larger in experiments mli-100-32-kpp and
mli-100-32-novmix when compared to the case with k-e/CA. This
is because MLI have grown slower in the latter, as shown by the
time series of r2

y and maximum horizontal velocity within the ML
(Fig. 13(a) and (b), respectively). As expected, the discrepancy
between experiments with different turbulence closures are due
to the values of the explicit vertical diffusivity (and viscosity, not
shown), which are zero in our control case and significantly larger
in the case using k-e/CA when compared to the case using KPP-Ri
(Fig. 15). We emphasize that the Richardson number-dependent
KPP parameterization was not designed to work in the mixed layer
and, therefore, it is not surprising that this scheme underestimates
the amount of vertical viscosity and diffusivity during the MLI
adjustment.

Ramachandran et al. (2013) studied the effect of subgrid-scale
mixing in the evolution of the submesoscale instabilities generated
in a mixed-layer front forced by downfront winds. Although they
did not have a ground truth to compare their results with, they
used the eddy kinetic budget to estimate physically meaningful
levels for the SGS dissipation under quasi-equilibrium (restratifica-
tion versus destratification) conditions. They found non-trivial var-
iability in the amount of dissipation when varying the vertical
mli-100-32-kpp and (c) mli-100-32-novmix. White lines show buoyancy contours.



Fig. 15. Snapshots of vertical diffusivities (KCV , m2 s�1) at 	40 m depth after 7 days of simulations from runs using (a) the second order turbulence closure k-e/CA
(experiment mli-100-32-ke) and (b) the algebraic Richardson number based KPP (experiment mli-100-32-kpp).
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viscosity in the simulations (while keeping the lateral viscosity
constant) and pointed out the need to explore the sensitivity of
submesoscale-resolving simulations to the vertical SGS parameter-
ization. Here this sensitivity has been explored and we highlight
the importance of adopting a turbulence closure that is able to pro-
vide (even in the absence of external forcing) additional viscosity/
diffusivity in the mixed-layer, where entrainment is critical.

5. Summary and conclusions

This study is motivated by some of the questions that every
modeler faces when setting up a problem: what are the most
appropriate resolutions, parameters, numerical schemes and tur-
bulence models and how do they affect the solution space? Prefer-
ably, such studies should involve oceanic data sets for direct
relevance. Nevertheless, in problems involving mixing and stirring,
ocean observations can be sparse or incorporate aliasing errors due
to the time needed for sampling. In addition, the forcing fields that
influence the solution might not always be available. There are
many examples of studies that have conducted a direct comparison
of numerical solutions with observations (Özgökmen et al., 2003;
Xu et al., 2006; Ilicak et al., 2008, 2009; Chang et al., 2008), and
in all of which the precision of comparison was effectively limited
by the extent of the observational data set.

Two numerical approaches, LES and OGCM, have recently
started to address similar problems in oceanography (i.e., submes-
oscale motions due to mixed layer instabilities). The LES approach
has the full non-hydrostatic dynamics and a more complete way of
capturing mixing and stirring (at the expense of computational
time), while OGCMs have the full range of functionalities that
make the results directly relevant for oceanic applications. How-
ever, the LES approach is usually limited in terms of realistic forc-
ing and boundary conditions that drive the flow, whilst in OGCMs
mixing and stirring are usually dependent on parameterizations.
As such, a clear avenue for gaining more insight into the accuracy
of OGCMs solutions for mixing and stirring problems is using LES
as reference, provided that idealized yet oceanographically-rele-
vant problems can be set up.

In this study a series of numerical simulations were conducted
for two idealized cases, namely the lock-exchange (LE) and the
mixed-layer instability (MLI) problems. Our main goal is to com-
pare mixing and stirring derived from two modeling approaches:
an OGCM (ROMS) that solves the hydrostatic primitive equations,
and a spectral element model (Nek5000) that integrates the non-
hydrostatic Boussinesq equations. Although comparing these two
different modeling approaches is not a trivial task, given that the
former is configured in terms of dimensional variables while
non-dimensional variables are used in the latter, it is a valuable
way of testing the accuracy of OGCMs when the scales fall below
the mesoscale regime. ROMS is a hydrostatic ocean model formu-
lated in a terrain-following vertical coordinate. Therefore, the
results presented here should be fairly applicable to other OGCMs
that follow these characteristics. In addition, the results related to
the choice of turbulence closure can be generalized to other
OGCMs that contain the closures tested here.

In the first part of the paper we apply the LE problem to com-
pare the temporal evolution of mixing under various OGCM mod-
eling choices. As a metric we use the background potential energy
(BPE), which quantifies mixing in an enclosed system (Winters
et al., 1995). The numerical experiments are configured as similarly
as possible to the LES settings, which is used as reference. We
explore the effects of various modeling parameters and find that,
for a fixed horizontal Reynolds number (ReH ¼ 103), mixing is most
sensitive to the choice of grid resolution. We show that the choice
of turbulence closure plays a minor role in the temporal evolution
of mixing for the LE problem. No convergence towards the ground
truth reference (LES) is attained as the grid resolution is refined
and the best results are achieved using an intermediate spatial res-
olution (2.5 m). Mixing is underestimated when using a higher grid
resolution (1.25 m) and it is overestimated when using coarser grid
resolutions (5 and 10 m). Mixing is also better represented at lower
ReH (103), since even with our finest grid resolution (Dx = 1.25 m)
the implicit numerical diffusion associated with the advection
scheme does not allow the effective ReH to be increased to 104.
The choice of tracer advection scheme also has an important influ-
ence on the mixing. Our results show that the combination formed
by U3H/C4V schemes results in excessive mixing (and lack of
monotonicity in the BPE), with larger deviation from the LES
results when compared to MPDATA. We show the importance of
using a monotonic scheme in numerical studies dealing with
small-scale stratified mixing, where the initial tracer extrema must
be preserved (i.e., overflows and biogeochemical studies). It should
be emphasized that a correct representation of the LE problem is a
challenging task for any advection scheme available in OGCMs,
since it includes sharp gradients in the velocity and density fields
as well as non-hydrostatic dynamics. Therefore, one cannot expect



Fig. 16. Time evolutions of the normalized background potential energy BPE⁄ from ROMS experiments with 10 m resolution and different explicit horizontal Reynolds
number (ReH) values.
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the solutions to converge following the order of the numerical
scheme, as is the case for classical convergence analysis for smooth
solutions. Given that the results are largely influenced by the errors
associated with the numerical schemes, it is not possible to find a
scaling to predict an optimal resolution a priori.

The sensitivity of the transport and stirring of a passive tracer
field is then studied within the context of the MLI problem. Our
simulations are configured as similarly as possible to the LES
(Fr = 0.1 case) presented by Özgökmen et al. (2011), which is trea-
ted as our ground truth. As a metric, we compute near surface tra-
cer energy spectra and the time evolution of the second moment
(or tracer variance), from which the cross-frontal diffusivity is
obtained. A total of seven numerical experiments are carried out,
where common modeling choices related to horizontal/vertical
resolutions as well as turbulence closure are explored. The results
do not converge towards the ground truth reference (LES) as the
horizontal and vertical grid resolutions are refined. The best
solution is achieved when using an intermediate number of sigma
layers (Nr = 32) and a horizontal grid resolution of Dx = 50 m.
However, it is likely that the results have already converged with
the coarsest spacial resolution tested here (Nr = 32 and
Dx = 200 m) and the small differences due to different spatial reso-
lutions are due to numerical artifacts. Varying the amount of ver-
tical viscosity and diffusivity (by selecting different turbulence
closures) shows more impact on the stirring of a passive tracer
field than any other modeling choice investigated here. The best
results with respect to the LES run are achieved with k-e/CA and
the deviation increases by a factor of approximately two when
KPP-Ri is selected. We show that this discrepancy is due to the
low values of vertical viscosity/diffusivity given by KPP-Ri and
highlight the importance of adopting a turbulence closure that is
able to provide (even in the absence of external forcing) additional
viscosity/diffusivity in the mixed-layer, where entrainment is
critical.

While ROMS simulations differ from LES in the amount of mix-
ing and tracer stirring, the simulated coherent features appear to
be quite similar. In addition, the metrics used for comparison are
quite precise and perhaps can only be implemented in a model
to model comparison, while they could be too challenging to com-
pute from ocean observations. It is unclear how many of the differ-
ences between the models are related to nonhydrostatic effects, as
the MLI is still under rotational control and ROMS simulations
show considerable variability with different parameterizations.
Processes at the next range of scales, namely those between the
rotationally-controlled MLI and three-dimensional stratified tur-
bulence, such as Langmuir turbulence (McWillians et al., 1997;
Hamlington et al., 2014), diurnal convection in the mixed layer
and inertia gravity waves are expected to contain significant non-
hydrostatic dynamics. These processes will perhaps pose a natural
resolution limit to the applicability of hydrostatic dynamics. Given
that oceanographic flows generally lie in the domain of multi-scale
problems, the most logical choice is for OGCMs to start adopting
non-hydrostatic pressure solvers, high-order advection schemes
(where the associated numerical diffusion will not act as an impli-
cit closure) and SGS parameterizations that depend explicitly on
the resolution of the model. There should also be a much more
careful evaluation of the latter. There are certainly several attempts
in that direction (e.g., Marshall et al., 1998; Fringer et al., 2006;
Kanarska et al., 2007; Piggott et al., 2008), even though the pace
of change is still dictated by the computational constraints and
sparse observational data sets for accurate evaluation.
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Appendix A. Estimating the explicit Reynolds number (ReH)
based on an asymptotic analysis

In this Appendix we show how the explicit horizontal Reynolds
number (ReH) was estimated in the ROMS simulations for the lock-
exchange problem. We use an asymptotic analysis, similar to that
employed in Dong et al. (2007), to assure that the implicit numer-
ical diffusion associated with the advection operator is smaller
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than the prescribed explicit horizontal eddy viscosity (KMH). Fig. 16
shows the time evolution of BPE⁄ using a set of values for KMH ,
while keeping all the other parameters consistent with experiment
le-10-ke-103. The KMH values were set to 1.12 � 10�1, 1.60 � 10�2,
1.12 � 10�2 and 0 m2 s�1 corresponding to ReH values of 100, 700,
1000 and implicit (i.e., entirely controlled by the implicit numerical
diffusion), respectively. Initially (until t� = 2) all the cases display
similar results, but then an increase in BPE⁄ (or mixing) is achieved
by decreasing KMH (or by increasing ReH). Note that although ReH is
taken to infinity (by setting KMH = 0 m2=s) the effective Re remains
finite because of the implicit numerical diffusion.
References

Baumert, H., Peters, H., 2004. Turbulence closure, steady state, and collapse into
waves. J. Phys. Oceanogr. 34, 505–512.

Baumert, H., Simpson, J., Sündermann, J., 2005. Marine Turbulence. Cambridge
University Press, Cambridge, UK.

Berselli, L., Fischer, P., Iliescu, T., Özgökmen, T., 2011. Horizontal approximate
deconvolution for stratified flows: analysis and computations. J. Sci. Comput.
49, 3–20.

Boccaletti, G., Ferrari, R., Fox-Kemper, B., 2007. Mixed layer instabilities and
restratification. J. Phys. Oceanogr. 37, 2228–2250.

Botelho, D., Imberger, J., Dallimore, C., Hodges, B., 2009. A hydrostatic/non-
hydrostatic grid-switching strategy for computing high-frequency, high wave
number motions embedded in geophysical flows. Env. Modell. Softw. 24, 473–
488.

Boyd, J.P., 2001. Chebyshev and Fourier Spectral Methods. Courier Dover
Publications.

Burchard, H., Baumert, H., 1995. On the performance of a mixed-layer model based
on the k� e turbulence closure. J. Geophys. Res. 100, 8523–8540.

Burchard, H., Bolding, K., 2001. Comparative analysis of four second-moment
turbulence closure models for the oceanic mixed layer. J. Phys. Oceanogr. 31,
1943–1968.

Calil, P.H.R., Richards, K.J., 2010. Transient upwelling hot spots in the oligotrophic
North Pacific. J. Geophys. Res. 115, 1–20.

Campin, J.M., Hill, C., Jones, H., Marshall, J., 2010. Super-parameterization in ocean
modeling: application to deep convection. Ocean Modell. 36, 90–101.

Canuto, V.M., Howard, A., Cheng, Y., Dubovikov, M.S., 2001. Ocean turbulence. Part I:
One-point closure model momentum and heat vertical diffusivities. J. Phys.
Oceanogr. 31, 1413–1426.

Canuto, V., Cheng, Y., Howard, A., 2007. Non-local ocean mixing mode and a new
plume model for deep convection. Ocean Modell. 16, 28–46.

Capet, X., McWilliams, J.C., Molemaker, M.J., Shchepetkin, A.F., 2008. Mesoscale to
Submesoscale transition in the california current system. Part I: flow structure,
eddy flux, and observational tests. J. Phys. Oceanogr. 38, 29–43.
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